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Thin films of water under nanoscopic confinement are prevalent in natural and manufactured materi-
als. To investigate the equilibrium and dynamic behavior of water in such environments, we perform
molecular dynamics simulations of water confined between atomistically detailed hydrophobic plates
at T = 298 K for pressures (−0.1) ≤ P ≤ 1.0 GPa and plate separations of 0.40 ≤ d ≤ 0.80 nm. From
these simulations, we construct an expanded P-d phase diagram for confined water, and identify
and characterize a previously unreported confined monolayer ice morphology. We also study the
decompression-induced sublimation of bilayer ice in a d = 0.6 nm slit, employing principal com-
ponent analysis to synthesize low-dimensional embeddings of the drying trajectories and develop
insight into the sublimation mechanism. Drying is observed to proceed by the nucleation of a bridg-
ing vapor cavity at one corner of the crystalline slab, followed by expansion of the cavity along two
edges of the plates, and the subsequent recession of the remaining promontory of bilayer crystal into
the bulk fluid. Our findings have implications for the understanding of diverse phenomena in materi-
als science, nanofluidics, and protein folding and aggregation. © 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4755750]

I. INTRODUCTION

The equilibrium and dynamic behavior of thin water
films between confining surfaces is of fundamental scien-
tific interest due to the varied and unexpected behavior that
arise as the confining length scale approaches a few molec-
ular diameters.1–3 Systems consisting of thin water films are
frequently encountered in natural and engineered materials,
including zeolites and clays,4 hydrogels,5 ion channels,6 car-
bon nanotubes,7 proteins,8 and microfluidic devices.9 Accord-
ingly, the study of the equilibrium phase behavior of confined
water is of practical importance in applications ranging from
catalysis10 and corrosion prevention,11 to self-assembly1 and
protein folding.12 Confinement disrupts the hydrogen bond-
ing network observed in bulk water, thereby suppressing the
onset of crystal nucleation below the bulk homogeneous nu-
cleation temperature. In principle, therefore, confined sys-
tems present an elegant avenue to the experimental and the-
oretical study of supercooled water at otherwise inaccessible
temperatures.13, 14 At present, however, the usefulness of this
approach is limited by a lack of fundamental understanding of
the relationship between observed behavior in nanoscale con-
finement and implied behavior in the bulk. Calculations such
as those reported in this work contribute to filling gaps in this
understanding that may eventually permit the unambiguous
experimental testing of competing theoretical pictures of the

a)Author to whom correspondence should be addressed. Electronic mail:
alf@illinois.edu. Tel.: (217) 300-2354. Fax.: (217) 333-2736.

origin of the anomalous thermodynamic and dynamic proper-
ties of water in the supercooled regime.13–18

Stillinger’s seminal 1973 paper describing the behav-
ior of water in the vicinity of nonpolar solutes inspired nu-
merous investigations into the thermodynamic and dynamic
properties of water near or between hydrophobic surfaces.19

The drying transition of water confined between hydropho-
bic surfaces is now understood to be an important factor
in phenomena as diverse as amphiphile and membrane self-
assembly,20 the association of hydrophobic particles,1 hy-
drophobic polymer collapse,21, 22 the structure and solubil-
ity of n-alkane chains,23, 24 cavitation inhibition,25 and protein
folding and assembly.26–31 The first simulations of the drying
transition were reported by Luzar, Bratko, and Blum in 1987,
who conducted grand canonical Monte Carlo simulations of
a hard sphere water model with an embedded dipole and ori-
entation dependent attraction between infinite hard walls.32

Subsequent work by Bérard et al. for a Lennard-Jones fluid
between hard walls33 demonstrated capillary evaporation to
be the result of comparatively weak fluid-wall attractions
relative to fluid-fluid interactions,2, 34 and therefore not re-
stricted to water.35 Nevertheless, most published works have
employed water as the confined fluid due to its ubiquity,
intriguing thermophysical property anomalies and biophys-
ical relevance.15 Many studies have investigated the ther-
modynamics of the drying transition,14, 34, 36–43 with recent
work focusing on the role of surface hydrophilicity and
heterogeneity.25, 29, 34, 44–49 Comparatively fewer studies have
addressed the dynamical and mechanistic aspects of capillary
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evaporation,50–56 and, to our knowledge, none has considered
the sublimation of confined ice.

Capillary drying is an activated process with free en-
ergy barriers in excess of several kBT even for surfaces
separated by nanometer length scales,38, 51, 53 making the
observation of drying transitions a rare event requiring
sophisticated sampling techniques50, 51 or coarse-grained
computational models.54 Theoretical arguments57 and com-
puter simulations56 strongly support the view whereby cap-
illary evaporation proceeds by the nucleation of a vapor
tube that bridges the gap between the surfaces as an hour-
glass shaped cavity, and which subsequently expands to
fill the entire gap region and expel the inter-plate water
molecules.1, 3, 50, 51, 54, 58 Experimental evidence for this mech-
anism, however, is conflicting and inconclusive.58–69

In Glauber Monte Carlo simulations of a water-like lat-
tice gas between hydrophobic walls, Lum and Luzar observed
the formation of the bridging cavity to be preceded by cap-
illary wave fluctuations in the vapor-liquid interface.54 Bol-
huis and Chandler performed transition path sampling of the
evaporation of a Lennard-Jones fluid confined by Weeks-
Chandler-Andersen discs, and identified the volume and ra-
dius of the vapor cavity as relevant reaction coordinates. They
further determined the transition state ensemble to be popu-
lated by configurations with a “critical vapor nucleus”.50 Le-
ung and Luzar corroborated the cavity size as a good reaction
coordinate using umbrella sampling Monte Carlo of the lat-
tice gas model, and identified fluctuations in cavity size as
an important additional reaction coordinate.52 Luzar subse-
quently showed the activation barrier for drying to scale with
plate separation with an exponent of 1.9 ± 0.1 in lattice gas
simulations,53 while Leung et al. employed the realistic SPC
water model in a grand canonical Monte Carlo study, coupled
with reactive flux molecular dynamics simulations, to quan-
tify the activation barriers and evaporation rates for the for-
mation of the bridging vapor cavity.51 Huang et al. observed
capillary evaporation of liquid SPC water from between Gay-
Berne ellipsoids to proceed by bridging cavity nucleation, but
did not study the mechanism of this event.1 More recently, the
thermodynamics and kinetics of the vapor-liquid phase tran-
sition for water in nanoscopic hydrophobic confinement has
been explored by Xu and Molinero using a coarse-grained
water model,55 while Sharma and Debenedetti employed for-
ward flux sampling to calculate the rates and free energy bar-
riers for capillary evaporation.56

The principal objectives of the current study are twofold.
Our first goal is to map the room temperature phase behav-
ior of nanoscopically confined water between hydrophobic
surfaces to higher pressures, and with higher resolution in
pressure and plate separation than previously reported.34, 42

Through extensive molecular dynamics simulations, we pro-
vide a detailed thermodynamic and dynamic characteriza-
tion of the six different “wet” phases of confined water ob-
served in this study, and report the existence of heretofore
unobserved hexagonal monolayer ice. Our second objective
is to investigate the microscopic sublimation mechanism of
a confined bilayer ice. We employ linear dimensionality re-
duction to parametrize the drying transition in a small num-
ber of physically interpretable collective modes, to provide a

low-dimensional representation of the drying trajectories and
develop insight into the dynamical mechanism. To the best
of our knowledge, this work represents the first study of the
ice to vapor sublimation transition in a nanoscale confined
system.

The organization of this paper is as follows. In Sec. II we
describe the details of our equilibrium and non-equilibrium
molecular dynamics simulations, techniques for structural and
dynamical characterization of the observed morphologies,
and the dimensionality reduction approach employed to an-
alyze the sublimation transition. In Sec. III we present an ex-
panded phase diagram for water under confinement, and we
analyze in detail the bilayer ice to vapor sublimation transi-
tion. In Sec. IV we summarize the principal conclusions and
implications of this work, and outline additional studies sug-
gested by our results.

II. COMPUTATIONAL AND THEORETICAL METHODS

In this section, we describe the elements of our method-
ology used to carry out the characterization of confined water
samples. These elements include basic simulation algorithms
that we implemented, definition of conventional and uncon-
ventional structural and dynamical quantities calculated, and
the novel methods brought to bear on understanding the non-
equilibrium dynamics of phase changes.

A. Equilibrium simulations of nanoscopically
confined water

We performed molecular dynamics simulations using the
GROMACS simulation package70, 71 to explore the phase be-
havior of water confined between atomistically detailed hy-
drophobic plates. Employing the geometry previously stud-
ied by Giovambattista et al.,34, 45 two identical silica plates,
each comprising 196 Si and 478 O atoms arranged in four
SiO2 layers corresponding to the (1.1.1) octahedral cristo-
balite face,72, 73 were placed in a 5.5 nm cubic box parallel
to the y,z-plane, as illustrated in Fig. 1. All molecular visual-
izations in this work were generated using the VMD software
package.74 We chose to employ finite, rather than infinite,75

plates, to provide a more seamless integration with our in-
vestigation of the mechanism of capillary evaporation, which
requires a pathway for the confined water to escape into the
bulk. Accordingly, our system does not possess strict trans-
lational invariance in any dimension due to the finite nature
of the plates. The SiO2 unit cell was modeled as an ideal
tetrahedron with Si-O and O-O interatomic distances equal to
0.151 nm and 0.247 nm, respectively. The system was sol-
vated by attempting random insertions of SPC/E76 water
molecules throughout the box, until 4956 solvent molecules
were introduced while avoiding overlap with any existing van
der Waals radii.

For consistency with previously established
convention,34, 45 the plate separation, d, was defined as
the distance between the (imaginary) plane of H atoms that
would be formed by hydroxylating each surface SiO2 group
by the addition of an H atom with Si-H bond length 0.1 nm
and Si-O-H bond angle 109.27◦. This hypothetical plane lies
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FIG. 1. Illustration of the simulated system. Throughout this work, unless otherwise stated, oxygen atoms are colored red, hydrogen white, and silicon yellow.
(a) Two identical silica plates were solvated in an initially 5.5 nm cubic box of SPC/E water, and immobilized at a particular separation in the x-direction to
form a planar gap of fixed width. The vacant regions in this x,y-projection illustrate the position of the plates, between which resides a slab of confined water.
(b) and (c) Tranverse views of the plates. For reasons described in the main text, the gap width, d, is defined as 0.066 nm greater than the linear separation
between the plane containing the innermost layer of O atoms in each plate. (d) Plan view of the plates. The gap region was discretized into 42 cubic cells of
dimensions [�y = 0.495 nm, �z = 0.429 nm], which span the gap in the x-direction. A coarse-grained characterization of a particular system configuration
was developed for the purposes of linear dimensionality reduction by enumerating the water molecules residing within each cell, to synthesize what we term
the occupancy vector of the gap.

0.033 nm above that containing the surface O atoms,45 so
that a reported plate separation of d corresponds to a distance
(d + 0.066) nm between the O atom planes (Fig. 1). The
gap between the plates was formed by taking two identically
overlapping plates, and displacing one relative to the other
by translation in the x-direction. Accordingly, the bottom
surface of the upper plate is a mirror image of the upper
surface of the bottom plate, and the surface O atoms are in
perfect registry. Plate separations in the range 0.40–0.80 nm
were considered in increments of 0.05 nm. It has previously
been shown that water molecules residing in the gap be-
tween plates with d < 0.4 nm are immobilized between the
plates.34

The atoms of the silica plates were frozen in place dur-
ing the simulation, permitting all intraplate bonded and non-
bonded interactions to be neglected. By treating the plate
atoms as spatially fixed, we ignore the oscillations of the Si
and O atoms around their equilibrium locations. The effect of
these vibrational modes upon the phase behavior and drying
mechanism of the confined water was not explored, but Gio-
vambattista et al. have previously employed the Lindemann
criterion to place an upper bound of 0.05 nm on the oscil-
lation amplitude, which is approximately an order of magni-

tude less than the narrowest plate separation explored in this
work.34 Pairwise non-bonded dispersion interactions within
the solvent, and between the solvent and the plates, were mod-
eled using the standard Lennard-Jones 12-6 potential.77 The
ε and σ parameters for interactions between the SPC/E wa-
ter molecules and the Si and O plate atoms were set equal
to those employed by Giovambattista et al.34, 45 and Lee and
Rossky.78 Each plate atom carried zero partial charge, render-
ing the plates electrostatically neutral.

High energy unphysical atomic overlaps were first re-
moved by performing steepest descent energy minimiza-
tion, followed by a short 5 ps NV T simulation to relax the
system prior to introducing pressure coupling. Production
runs were conducted in the NPT ensemble using a Nosé-
Hoover thermostat79, 80 and a Berendsen barostat.81 The baro-
stat maintained the average system pressure, specifically the
mean of the trace of the pressure tensor, by isotropically
rescaling the volume of the cubic simulation box.82 While
the size of the simulation box fluctuated during the run, the
plates and their relative separation spacing remained fixed.
The solvent temperature was maintained at 298 K, and sys-
tem pressures of (−0.10) to 1.0 GPa were explored. Peri-
odic boundary conditions were employed in all dimensions.
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FIG. 2. P-d phase diagram for water confined between atomistically detailed
hydrophobic plates at T = 298 K. Seven different phases of confined wa-
ter were observed: L—liquid (cyan circles), ML—monolayer liquid (purple
circles), BI—bilayer ice (red squares), MI—monolayer ice (blue squares),
THF—trilayer heterogeneous fluid (pink triangles), fTHF—frustrated trilayer
heterogeneous fluid (green triangles), and V—vapor (black crosses). In the
vapor phase region, the + symbols correspond to an effective vacuum be-
tween the plates, whereas the × symbols correspond to state points in which
cavitation was observed in the fluid surrounding the plates, indicating ther-
modynamic instability of the bulk liquid under these conditions. The struc-
tural and dynamical behavior of each “wet” morphology was characterized
in detail at one particular state point indicated by the open squares in the di-
agram. Superposition of two phase-characterizing symbols (e.g., red squares
(BI) and green triangles (fTHF)) indicates the observation of phase coex-
istence in simulations conducted at this state point. The solid lines demar-
cate a tentative phase map, but are intended primarily as a guide to the eye
rather than a precise localization of the phase boundaries. The dashed ex-
tension of these lines indicates projected extrapolations into regions of P-d
space where simulations were not conducted, or the results were too ambigu-
ous to clearly delineate the phase behavior. Employing the contact angle of
θ c = 105◦ computed for this system by Giovambattista et al.,102 the blue
dotted-dashed line represents the vapor-liquid phase boundary predicted by
Eq. (2) over the range of plate separations for which we observe a vapor-
liquid phase transition. Treating the contact angle as an adjustable parameter,
the predictions of Eq. (2) show relatively good agreement with the observed
boundary for θ c = 130◦, as illustrated by the red dotted-dashed line. The
bilayer ice to vapor transition at [P ≈ 0.093 GPa, d = 0.60 nm] was investi-
gated by the analysis of decompression-induced sublimation across this phase
boundary.

The equations of motion were integrated using the leap frog
algorithm83 with a time step of 2 fs. Non-bonded Lennard-
Jones interactions were smoothly switched to zero at a cutoff
of 1.1 nm, while electrostatic interactions were treated using
the Particle Mesh Ewald method84 with a real space cutoff of
1.2 nm and a reciprocal space grid spacing of 0.12. The side
length of the simulation box was observed to remain above
5.0 nm for all conditions considered, and the plate separation
through the y,z-plane periodic boundary remained in excess
of 2.45 nm.

Simulations were conducted for 5 ns at 119 combinations
of pressure and plate spacing to extend the exploration of the
low (≤0.80 nm) d region of the P-d phase diagram in Ref. 34
to higher pressures, and with higher d resolution. The specific
P-d state points explored and the resulting phase diagram are
presented in Fig. 2.

B. Characterization of confined morphologies

The static and dynamic equilibrium behavior of the wa-
ter confined between the plates was characterized by the three

metrics previously employed by Giovambattista et al.34 The
structure of the confined morphology was quantified by com-
puting the probability density functions (pdfs) for the obser-
vation of a water molecule in the x-direction across the gap
PO, gap(x). Bin widths of 0.005 nm were employed, and bin-
ning of the water molecules performed with respect to the O
atom. A second structural metric was furnished by computing
the radial distribution function (rdf), gO, gap(r) between the O
atoms of the water molecules within the gap region, using a
bin size of �r = 0.001 nm. Unlike Ref. 34, we choose to em-
ploy the Euclidean distance between molecules, r, rather than
the projection of this distance onto the y,z-plane, parallel to
the hydrophobic surface. We normalize the rdf with respect to
a cylindrical volume85 of radius r and height d containing wa-
ter at the mean inter-plate density observed over the course
of the equilibrated portion of the simulation. The gap vol-
ume was simply calculated from the geometry of the plates as
(3.218 × 3.215 × d) nm3 (cf. Fig. 1). Although the choice of
cylindrical normalization does not precisely reflect the geom-
etry of the gap, all observed phases contained between only
one and three layers of water, and it is a reasonable choice
for gaps with d � r. We note that the finite nature of the gap
region causes gO, gap(r) to approach zero at large r.

A previously unreported monolayer ice phase was ob-
served at plate separations of d = 0.45 nm in the approxi-
mate pressure range between 0.15 and 0.45 GPa, for which
additional structural characterization was performed. Firstly,
pdfs of H atom x-coordinates of the water molecules residing
within the gap, PH, gap(x), were compiled in an identical man-
ner to that described above for O atoms. Secondly, the angle
of inclination of each of the two O-H vectors with respect to
the y,z-plane was computed for each water molecule within
the gap, and pdfs compiled in these two angles, θ1 and θ2.

Statistics for all metrics considered were collected over
the final 4 ns of the 5 ns production runs, and averaged over
all water molecules residing within the gap region in each
simulation snapshot. Plots of PO, gap(x) and gO, gap(r) for the
boxed state points in Fig. 2 are presented in Figs. 4 and 5, re-
spectively. For the monolayer ice phase at [P = 0.20 GPa, d
= 0.45 nm], PH, gap(x) and the θ angle pdfs are given in
Figs. 8 and 9, respectively.

A dynamical equilibrium characterization of the con-
fined phases was carried out by computing the diffusion co-
efficient of the confined water molecules as a function of
transverse gap position, D(x), using a modified Einstein re-
lation approach.86, 87 In this procedure, the gap region is di-
vided into slabs parallel to the surface of the plates, and the
mean squared displacement (MSD) computed within each
slab. Statistics are accumulated by harvesting from the equi-
librated simulation trajectory all single molecule trajectories
of length t for which a molecule remains within a slab for
the entire period, and averaging the molecular displacement
over all samples. By repeating this procedure for a range of
t, the MSD as a function of time may be computed. Treating
each slab as quasi-2D, the Einstein relation may be applied in
the linear regime to provide an estimate of the diffusivity.86

Due to mixing between slabs, the number of molecular tra-
jectories remaining within a slab for the entire time period
rapidly diminishes with increasing time, motivating us to
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perform long, 20 ns simulations, at the six boxed state points
in Fig. 2 for which this analysis was done. In each instance
we partitioned the inter-plate region into a number of equally
sized slabs commensurate with the observed number of wa-
ter layers within the confined phase. Finally, we note that
the symmetry of the confined region permits averaging of the
results for slabs equidistant from either the upper or lower
plate. In this work, however, we chose not to perform this
averaging, instead exploiting the observed emergence of ap-
proximate symmetry in D(x) about the mid-plane as an inter-
nal consistency check that our measurements have converged.
Plots of D(x) for the boxed state points in Fig. 2 are presented
in Fig. 6.

C. Decompression-induced capillary evaporation

The mechanism of capillary evaporation was stud-
ied for the bilayer ice to vapor sublimation transition at
[P ≈ 0.093 GPa, d = 0.60 nm] on the P-d phase diagram in
Fig. 2. An equilibrated configuration to the right of the phase
boundary with a filled gap region was induced to sublimate
by applying a pressure drop to drive the system across the
boundary and into the vapor phase. A 15 ns simulation was
conducted at the state point [P = 0.095 GPa, d = 0.60 nm]
to provide an ensemble of equilibrated system snapshots to
use as the initial states for the evaporation simulations. Con-
figurations at 50 ps intervals were harvested from this trajec-
tory after allowing the full first 5 ns for system equilibration,
and used to initialize 201 evaporation simulations in which
the pressure was dropped to (−0.025) GPa using a Berendsen
barostat with a time constant τ p = 25 ps. All other simula-
tion parameters were maintained at the values employed in
the equilibrium simulations described above. Runs were con-
ducted for 2 ns and configurations saved every 2 ps for anal-
ysis. Complete drying of the inter-plate region by the end of
the 2 ns trajectory was observed in 117, and partial drying in
63, of the 201 simulations.

We note that the evaporation observed in our simulations
is an irreversible transition in which a large pressure drop ren-
ders the initial bilayer ice metastable and drives the system
into the equilibrium vapor phase. Our choice of a relatively
large pressure drop of �P = (−0.12) GPa was constrained
by computational considerations, which dictated that the sub-
limation transition be robustly attainable on nanosecond time
scales. The requirement for a substantial pressure drop is con-
sistent with simulations of liquid SPC water confined be-
tween smooth hydrophobic plates at separations of 1.25 nm at
298 K and 1 atm by Leung et al., who report a 14.5 kBT free
energy barrier for evaporation, and an average waiting time of
0.8 ± 0.1 ns for the emergence of a bridging cavity.51

D. Principal component analysis of capillary drying

Principal component analysis (PCA)88 is a linear dimen-
sionality reduction technique that seeks to identify, within a
high-dimensional data set, a low-dimensional affine subspace
within which the bulk of the variance in the data is contained.
In brief, this approach identifies an ordered set of orthogonal

vectors—the principal components (PCs)—each of which de-
scribes the direction along which the data exhibits maximum
variance, subject to the constraint that this direction remain
orthogonal to all preceding principal components. The num-
ber of PCs which should be retained is typically determined
by a gap in the singular value spectrum (when such a gap is
observed). For a more detailed exposition of the applications
of this technique to molecular simulation, we refer the reader
to standard references.89–91

A generic difficulty in applying dimensionality reduction
techniques such as PCA to molecular simulation data arises
when the simulation consists of N identical molecules, and
thus a particular configuration of the system has N! identi-
cal states formed by simply swapping the identities of the
molecules. Blind application of PCA to simulation trajecto-
ries tracking the location of each molecule cannot account
for this molecular “fungibility” or “democracy”,92 and there-
fore typically fails to identify a low-dimensional description
of the system state space. In our analysis of the bilayer ice
sublimation transition, this issue is further exacerbated by a
variable number of molecules in the gap region as drying pro-
gresses. We tackled this difficulty by discretizing the gap re-
gion into a cubic mesh based on the geometry of the hexag-
onal cristobalite grid. As illustrated in Fig. 1(d), we divided
the gap region into cuboidal cells possessing y and z dimen-
sions of �y = 0.495 nm and �z = 0.429 nm, and spanning
the gap in the x dimension, to generate a (1×6×7) mesh. A
coarse-grained description of each snapshot in each drying
trajectory was synthesized by assigning the water molecules
in the gap region to the cell in which the O atom was located.
Each snapshot was therefore translated into a 42 element oc-
cupancy vector describing the integer occupation number of
each cuboidal cell. Due to the different number of cells in
the y and z dimensions of the cuboidal grid, and structural
differences between the two edges of the plates spanning the
y-dimension (cf. Fig. 1(d)), our system does not possess any
strict rotational symmetries. Accordingly, we are not at lib-
erty to buttress our data by exploiting symmetries within the
system to synthesize additional symmetrized trajectories from
our simulations.93, 94

Since the occupancy of each cell was observed to rapidly
fluctuate as water molecules moved across its boundaries, we
elected to further abstract this description into what we shall
term a binary occupancy vector with elements equal to 1 if
the cell is occupied by any number of water molecules, and 0
if it is completely unoccupied. Although this final abstraction
resulted in loss of information on the precise population of
each cell within the gap, it provided a less highly fluctuating
description of the system while preserving the essential fea-
ture of interest, namely whether a particular gap region is wet
(1) or dry (0).

The PCs of the ensemble of binary occupancy vectors ex-
tracted from all drying trajectories provide an alternative basis
set in which to describe the state of the system. Indeed, since
they are computed by diagonalization of the covariance ma-
trix, the PCs may be regarded as the “eigenbubbles” of the
drying process.95 Accordingly, an n-dimensional binary oc-
cupancy vector, �v, may be exactly represented in the PC basis
as a linear combination of the n PC vectors, �PCi , ordered by
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decreasing singular values, and the mean binary occupancy
vector, �vmean,

�v = �vmean +
n∑

i=1

(�v. �PCi) �PCi = �vmean +
n∑

i=1

αi
�PCi, (1)

where αi denotes the projection of �v into �PCi .
The vector �v may be approximately reconstructed by

summing over only the top m < n PCs possessing the largest
singular values, where the value of m is generally motivated
by a spectral gap in the singular value spectrum. These top
m PCs represent a sparse basis set furnishing a lower dimen-
sional representation of the system.90, 96 Embedding the dry-
ing trajectories into the low-dimensional space spanned by
the top PCs provides a means to unite the individual simu-
lations into a common framework, visualize their progression
through state space, and codify the drying pathways followed
by the system.

We note that the observed sublimation transitions at
d = 0.60 nm did not exhibit density gradients in the x-
direction, normal to the surface, with recession of the water
molecules from a particular region within the gap occurring
nearly simultaneously and uniformly across the entire gap re-
gion. This permitted us to treat the sublimation transition as an
effectively two-dimensional process, and discretize the inter-
plate region with gap-spanning cells. For larger plate sepa-
rations, discretization in the dimension normal to the plates
would be necessary to allow the capture of possible density
gradients across the gap.

III. RESULTS AND DISCUSSION

A. Expanded P-d phase diagram

In Fig. 2 we present a P-d phase diagram of water con-
fined between atomistically detailed hydrophobic plates at
298 K. This map represents an extension of the exploration
of the phase behavior for this system pioneered by Giovam-
battista et al.34 However, due to denser sampling of the phase
space, extension to higher pressures, and the deployment of
order of magnitude longer simulations, we report a richer
and more detailed phase behavior than has previously been
determined. In this section, we first characterize the vari-
ous phases observed throughout the phase diagram, before
concluding with some observations regarding phase transi-
tions under confinement suggested by the expanded phase di-
agram. We recognize that the terms phase transition and phase
boundary are only strictly applicable to macroscopic systems,
but throughout this work we follow Bolhuis and Chandler’s
precedent and adopt this less formal terminology to refer to
events on the microscopic scale.50

We observe good agreement of the current map with the
previously published phase diagram (Ref. 34, Fig. 2), plac-
ing the d = 0.80 nm vapor-liquid phase boundary and the
d = 0.60 nm extent of the bilayer ice at nearly identical pres-
sures. Grand canonical Monte Carlo simulations of SPC water
between smooth hydrophobic plates by Bratko et al.38 iden-
tified drying transitions at [P = 0.0 GPa, d ≈ 0.79 nm] and
[P = 0.10 GPa, d ≈ 0.42 nm]—where d values have been
converted into the convention employed in this work34—in

good agreement with the phase boundaries reported here for
an atomistic surface.

Zangi and co-workers have conducted detailed investiga-
tions into the phase behavior of water confined between SiO2

plates,85 but these authors investigated plates with atoms in a
triangular rather than hexagonal arrangement and employed
the TIP5P model of water. Simulations of bulk water have
shown that the phase behavior, and in particular the molecular
structure of crystalline phases, is influenced by the choice of
water potential model.97, 98 Accordingly, a quantitative com-
parison of the results of Zangi et al. with the present work
would be inconclusive. We believe that a future study eluci-
dating the commonalities and differences between the con-
fined water phase behavior computed using different underly-
ing water potential models would be of interest.

In Fig. 3(a) we present the P-d-σ phase diagram, where
σ is the number of water molecules residing in the gap per
unit plate area, and of which Fig. 2 is a two-dimensional
projection. In Fig. 3(b), we present the d-σ projection of
Fig. 3(a) to illustrate the interesting result that for plate sepa-
rations d ≤ 0.65 nm, σ is the sole discriminant of the confined
phase behavior, irrespective of P or d, discriminating between
the vapor, monolayer ice, monolayer liquid, bilayer ice, and
frustrated trilayer heterogeneous fluid phases. At larger plate
separations, σ ceases to be a unique classifier, with the liquid
existing at the same σ values as both the bilayer ice, frustrated
trilayer heterogeneous fluid, and trilayer heterogeneous fluid.
That the phase map of room temperature water confined be-
tween narrowly separated hydrophobic plates (d ≤ 0.65 nm)
at pressures P ≤ 1.0 GPa is dictated exclusively by the num-
ber of confined water molecules per unit plate area, suggests
that geometric packing constraints, rather than details of the
bulk pressure and gap geometry, govern the phase behavior of
the confined fluid. We now discuss the various phases whose
range of stability is shown in Fig. 2.

1. Vapor

By equating the grand potentials of the vapor and liquid
phases of a homogeneous macroscopic continuum fluid con-
fined between two identical square plates of side length L,
the critical plate separation below which the liquid becomes
metastable with respect to the vapor, dcrit, is related to the bulk
pressure, P, as1, 35, 54

dcrit = −2γvl cos θc

(P − P ∗) + 4γvl

L

, (2)

where γvl is the vapor-liquid interfacial tension, P* is the va-
por pressure at the given temperature, and θ c is the contact
angle at which an equilibrium liquid/vapor interface meets
the plates. Contrary to Ref. 35, we do not assume perfectly
non-wetting conditions (i.e., hard-sphere walls), but rather use
Young’s equation99 to arrive at the well-known expression
containing the contact angle.54 This relationship demonstrates
that: (1) drying may be induced at any plate separation d by
lowering the pressure such that dcrit > d and (2) dcrit should
be a decreasing function of pressure. For all plate separations
considered, we observe a confined vapor phase at sufficiently
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FIG. 3. (a) P-d-σ phase diagram for water confined between atomistically
detailed hydrophobic plates at T = 298 K. σ , the number of water molecules
per unit area residing within the gap, was computed by averaging over the
final 2 ns of each 5 ns molecular dynamics simulation. The pairing of phases
with symbols is identical to that in Fig. 2. For clarity of exposition in the σ

dependence of the phase behavior, state points at which bulk cavitation or
phase coexistence were observed are omitted in the present figure. Addition-
ally, the state points at [P = 0.50 GPa, d = 0.45 nm] and [P = 0.60 GPa, d
= 0.45 nm] were removed due to imperfections in the bilayer crystals which
did not heal on the time scale of the simulations (cf. Sec. III A), resulting in
artificially low σ values. The standard deviation in σ is less than ±1 nm−2

for all state points. Points sharing common d values are connected by lines
as a guide to the eye. (b) Two-dimensional projections of panel (a) into the
d-σ plane illustrates that for plate separations d ≤ 0.65 nm, σ is a unique dis-
criminant of the phase behavior. At larger plate separations, this ceases to be
true. For the monolayer and bilayer ice phases, we observe good agreement
with the theoretical σ values for idealized infinite crystals of 9.15 nm−2 and
18.31 nm−2. The dispersion around these values arises from edge effects in
the finite sized plates employed in this work, and imperfections in the crystal
structures.

low pressures, which, consistent with previous work,34 consti-
tutes an effective vacuum (Fig. 2). Further reduction in pres-
sure leads to bulk cavitation, indicative of the thermodynamic
instability of the bulk liquid at this temperature and pressure.

Whereas the analysis leading to Eq. (2) is restricted to
vapor-liquid transitions (for which indeed Fig. 2 shows a sim-
ple monotonic relationship between dcrit and P), the complex
behavior shown in Fig. 2 reflects the existence of structurally
distinct confined morphologies in equilibrium with the vapor
phase at different values of P, which may not be treated as
a single “confined phase” with fixed thermodynamic proper-
ties. However, over ranges of d values for which the confined
phase in equilibrium with the vapor does not change, dcrit is—
to within the resolution of the data points used to construct our
phase diagram—a monotonically decreasing function of P.

It should be emphasized that when L is of nanoscopic di-
mensions, the second term in the denominator of Eq. (2) is
much larger than the first1, 35 (e.g., for water at ambient con-
ditions 4γvl

L(P−P ∗) ∼ 103 for L = 1 nm), and one has, in that case,
the important limit dcrit ∝ L. This relationship, in turn, should
break down at small enough dimensions where a macroscopic
thermodynamic treatment becomes inaccurate.35

Using literature values for the vapor pressure100 and sur-
face tension101 of bulk water at 298 K, and the equilibrium
contact angle of θ c = 105◦ previously computed by Gio-
vambattista et al.102 for water on this surface at 300 K, we
plot on Fig. 2 the vapor-liquid phase boundary predicted by
Eq. (2) over the range of plate separations for which we ob-
serve a vapor-liquid phase transition. The predicted phase
boundary possesses a slope in qualitative agreement with that
calculated from our simulations, but is displaced from the
observed phase boundary by approximately (−0.05) GPa, or
(−0.45) nm. This quantitative discrepancy may be understood
as a failure of the continuum treatment of the fluid on length
scales approaching a molecular diameter.35 Interestingly, if
we treat the contact angle as an adjustable parameter, we ob-
serve relatively good agreement of the predicted and observed
vapor-liquid phase boundaries for θ c = 130◦ (Fig. 2). The dis-
crepancy between the fitted (130◦) and actual (105◦) contact
angles, and the disagreement in the slope of the observed and
predicted boundaries, may be attributed to the approximation
of the confined water as a continuum fluid.

2. Bilayer ice

A bilayer crystalline phase is observed over a large range
of plate separations and pressures (Fig. 2) and is identical
to that previously reported in this system by Giovambat-
tista et al.,34 and similar to that observed for TIP4P water
in a slit nanopore with smooth hydrophobic walls by Koga
et al.103, 104 In simulations employing infinite plates, Giovam-
battista et al.75 and Johnston et al.42 reported continuous bi-
layer ices possessing long range crystalline order. The bi-
layer character of this phase is apparent from the bimodal-
ity of PO, gap(x) in Fig. 4 for a representative simulation of
this phase at [P = 0.20 GPa, d = 0.55 nm]. The vanish-
ing probability density extending ±0.05 nm from the mid-
plane is attributable to the crystalline nature of this phase sup-
pressing exchange of water molecules between the two lay-
ers. The measured self-diffusivity across the bilayer of D ≈
1×10−9 cm2/s (Fig. 6) is four orders of magnitude less than
that of bulk liquid water at standard temperature and pressure
(D ≈ 2.2×10−5 cm2/s), but an order of magnitude larger than
for normal (Ih) ice (D ≈ 1×10−10 cm2/s).105

The atomic details of the walls (Fig. 1(d)) impose hexag-
onal ordering onto each layer of the in-registry bilayer, result-
ing in an intra-layer nearest neighbor O-O distance of ∼0.29
nm, which closely matches the nearest neighbor distance in
bulk water of 0.28 nm.106 Furthermore, the nearest neigh-
bor distance between bilayers is also ∼0.29 nm,34 permitting
propagation of the hydrogen bonding network both within and
between layers. From simple geometric analysis of the hexag-
onal crystal,34 the second nearest neighbor intra-layer O-O
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FIG. 4. PO, gap(x), for each of the six “wet” confined morphologies. In
this, and the following two figures, calculations for each phase were
conducted at the boxed state points in the phase diagram presented
in Fig. 2, and we follow the pairing of colors and phases adopted
therein: L—liquid [P = 0.20 GPa, d = 0.70 nm], ML—monolayer liquid
[P = 0.20 GPa, d = 0.50 nm], BI—bilayer ice [P = 0.20 GPa, d = 0.55 nm],
MI—monolayer ice [P = 0.20 GPa, d = 0.45 nm], THF—trilayer hetero-
geneous fluid [P = 0.60 GPa, d = 0.80 nm], and fTHF—frustrated trilayer
heterogeneous fluid [P = 0.75 GPa, d = 0.65 nm]. x = 0 nm is defined as the
location of y,z-mid-plane lying equidistant between the plates. Normalization
of PO, gap(x) by the area of the plates, A = (3.218 × 3.215) nm2 = 10.35 nm2,
yields the local density profile across the gap, ρO, gap(x).

distance is ∼0.49 nm (
√

3 × 0.29 nm), and the third nearest
neighbor is ∼0.73 nm (2.5 × 0.29 nm). The corresponding
second and third nearest neighbor inter-layer distances be-
tween bilayers are ∼0.41 nm (

√
2 × 0.292 nm) and ∼0.58 nm

(
√

0.292 + (
√

3 × 0.29)2 nm). All of these peaks are visible
in the rdf in Fig. 5. The absence of the peaks at ∼0.41 nm
and ∼0.58 nm in all other morphologies investigated—with
the exception of the trilayer heterogeneous fluid—is indica-
tive of the absence of correlations between adjacent layers of
water.85

The formation of the bilayer ice at the state points [P
= 0.50–1.0 GPa, d = 0.45 nm] proceeds by the formation

FIG. 5. gO, gap(r), for each of the six “wet” confined morphologies computed
at the boxed state points in the phase diagram in Fig. 2. r is the Euclidean
distance between O atom centers. Normalization of gO, gap(r) is performed
with respect to a cylindrical volume of radius r and height equal to the gap
width, d. For clarity of presentation, each curve is shifted vertically by the
value indicated in square brackets.

FIG. 6. Self-diffusivity as a function of transverse gap position, D(x), for
each of the six “wet” confined phases computed at the boxed state points
in the phase diagram in Fig. 2. For each phase, the gap region was parti-
tioned into a number of slices of equal width commensurate with the num-
ber of lateral layers in the phase and is reflected in the number of points
in each curve. The approximate symmetry of the curves around x = 0 nm
arises due to the mirror symmetry of the system around the mid-plane of the
gap. Uncertainties were computed from the standard deviation in the self-
diffusivity computed over the five 4 ns blocks of the full 20 ns trajectory.
Where error bars are not visible, the uncertainty is smaller than the symbol
size. The inset provides a zoomed in view of the bilayer ice self-diffusivity
profile.

of a metastable monolayer ice (described below), which then
transforms to the equilibrium bilayer on a nanosecond time
scale. The nanosecond time scale required for the formation
of this phase suggests that simulations shorter than several
nanoseconds are insufficient to fully explore the equilibrium
phase behavior of water confined between nanoscopic hy-
drophobic plates. The severe geometric restrictions imposed
by the geometry of the gap retard the adoption of the bi-
layer morphology and renders the crystal highly susceptible
to defect formation, whereby islands of the monolayer ice be-
come surrounded by bilayer crystal. The very low mobility
of molecules in the bilayer phase (Fig. 6) makes the healing
of these defects by the influx of additional water molecules
a slow process that does not fully complete on a nanosecond
time scale. For larger plates, it is likely that these defects will
be kinetically trapped into the crystal on relatively very long
time scales.

3. Liquid

At plate separations d ≥ 0.7 nm, and P ≈ 0.0−0.40 GPa,
we observe the existence of a liquid phase (Fig. 2). Anal-
ysis of the simulation conducted at [P = 0.20 GPa,
d = 0.70 nm] shows a clear bimodality in PO, gap(x), with the
peaks located symmetrically around the mid-plane and proxi-
mate to the walls (Fig. 4). In contrast to the bilayer ice phase,
significant probability density resides between the peaks, in-
dicating that water molecules populate the entire gap region
and are not restricted to lie exclusively within one of the two
bilayers. This interpretation is consistent with visual inspec-
tion of snapshots transverse to the gap, which exhibit a gross
bilayer structure but clearly reveal the presence of significant
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numbers of molecules located interstitially between these lay-
ers (Fig. S1 in the supplementary material107).

As for the monolayer liquid, peaks in the rdf are observed
at ∼0.29 nm and ∼0.49 nm (Fig. 5) corresponding to the near-
est, and second nearest intra-layer neighbors. The absence of
a third nearest neighbor peak at ∼0.73 nm is indicative of the
absence of long range order. This stands in contrast to the tri-
layer heterogeneous fluid (THF) (described below), where the
two outer layers adopt crystalline configurations.

The self-diffusivity of the liquid at the mid-plane of the
gap is D ≈ 6.4×10−6 cm2/s (Fig. 6), about 30% of the
bulk ambient liquid value (D ≈ 2.2×10−5 cm2/s).105 Nearer
the walls, the diffusivity drops approximately eightfold to
D ≈ 8.5×10−7 cm2/s, reflecting the lower mobility of the
outer layers of water proximate to the plate surfaces.

Contrary to simulations conducted by Zangi and co-
workers, we do not observe the appearance of a second bi-
layer liquid upon reducing the gap width below that at which
the bilayer ice is observed,85 but rather see the appearance
of monolayer liquid and ice morphologies. This discrepancy
may be attributable to our use of SPC/E water and in-registry
plates with hexagonally arranged wall atoms, compared to the
use of TIP5P water with out-of-registry plates and wall atoms
in a triangular arrangement in the work by Zangi et al.85

4. Monolayer liquid

Over a small region of the phase diagram (Fig. 2), we
observe a monolayer liquid similar to that reported by Zangi
and co-workers for TIP5P water confined between cristobalite
walls at ∼0.50 nm plate separations.85 We term this phase
a “structured” monolayer liquid due to the influence of the
walls in templating quasi-hexagonal structure into the liquid,
inducing a semi-ordered patterning reminiscent of the crys-
tal structure of the monolayer and bilayer ices (Fig. S2107).
This wall influence results in enhanced short-ranged order,
evinced in a nearest neighbor peak in the rdf approximately
15% higher than that in bulk SPC/E water (Fig. 5).76 The
absence of long ranged order in the rdf, together with the
high mobility of the molecules in this phase, however, distin-
guish the monolayer liquid from the monolayer ice described
below.

The self-diffusivity of monolayer liquid of D ≈ 7.9
× 10−6 cm2/s (Fig. 6) is, remarkably, the highest of all six
of the boxed state points investigated in Fig. 2, 20% higher
than the mid-plane of the liquid, although still almost three
times lower than that of bulk liquid water at standard temper-
ature and pressure (D ≈ 2.2 × 10−5 cm2/s).105 The absence of
inter-layer hydrogen bonds evidently imparts significant ad-
ditional translational and rotational freedom to the molecules
in this phase compared to the multilayer phase, but is coun-
tered by the severe geometric restrictions to relative motion
imposed by confinement within such a narrow gap. The dif-
fusivities of monolayers of TIP5P water between cristobalite
walls reported by Zangi (D ≈ 4×10−5 cm2/s),85 and TIP3P
water between (6,6) carbon nanotube membranes reported by
Kalra et al.108 (D ≈ 2×10−5 cm2/s), are approximately 2–5
times greater than the values calculated in this work, illustrat-

ing the sensitivity of these results to the precise details of the
system, and geometry of the gap.34

5. Trilayer heterogeneous fluid

In large gaps (d ≥ 0.70 nm) at high pressure (P � 0.45
GPa) we observe the THF previously reported by Giovambat-
tista et al.75 This phase is characterized by a monolayer of dis-
ordered liquid sandwiched between two crystalline-ordered
layers at the walls that possess the same hexagonal templated
structure as the bilayer ice. The trilayer character is apparent
from the PO, gap(x) curves in Fig. 4. The self-diffusivity of the
central liquid layer is nearly identical to that of the monolayer
liquid phase (D ≈ 7.8×10−6 cm2/s), but only approximately
fourfold higher than that of the crystalline-ordered layers at
the wall (Fig. 6). We attribute this rather high lateral mobility
of the ordered layer at the wall to the capacity for molecular
exchange with the disordered liquid layer. Plan and transverse
snapshots of this phase are presented in Fig. S3.107

PO, gap(x) reveals that, as was the case for the bilayer ice,
the separation between adjacent layers of the THF is equal to
the intra-layer nearest neighbor distance of ∼0.29 nm. The
peak in the rdf in Fig. 5 at this distance is therefore com-
posed of both inter and intra layer correlations. Since the
central layer is a disordered liquid, the peak at ∼0.58 nm is
attributable to the separation of the in-registry hexagonal lat-
tices in the outer layers, rather than third nearest neighbor
correlations between adjacent layers as was the case for the
bilayer ice. Finally, the ∼0.49 nm peak corresponds to second
nearest intra-layer neighbors.

6. Frustrated trilayer heterogeneous fluid (fTHF)

At slightly narrower plate separations than those at which
we observed the trilayer heterogeneous fluid (d ≈ 0.60–
0.65 nm), we report the existence of a morphology similar
to the THF that we term the frustrated trilayer heterogeneous
fluid. As for the THF, this phase contains three distinct lay-
ers, but as evinced in Fig. 4, the layers are less distinct than
in the case of the THF, with significantly higher probability
density, PO, gap(x), in the regions between the peaks. Snap-
shots of the three layers illustrate that the two outer layers
of the fTHF have crystalline order, with morphologies simi-
lar to those observed for the THF (cf. Figs. S4(a) and S4(c),
and S3(a) and S3(c)107). Conversely, the central liquid layer is
markedly less dense in the fTHF than the THF (cf. Figs. S4(b)
and S3(b)107), with the steric constraints imposed by the nar-
rowness of the gap requiring the molecules comprising this
layer to reside in the pockets formed between the centers of
the in-registry hexagons of the upper and lower layers. The
large separation between O atoms residing in adjacent pock-
ets within the central layer (∼0.495 nm) precludes the forma-
tion of an intra-layer hydrogen bonding network,109 resulting
in the formation of bonds between molecules residing in the
central layer with those of the two outer layers (Fig. S4(d)107).
The increased inter-layer interactions in the fTHF compared
to the THF, coupled with the tighter geometry of the gap, is
correlated with the observation of more frequent molecular
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exchanges between the layers, leading to elevated probabil-
ity densities in the inter-layer regions (Fig. 4), disruption of
the hexagonal crystal structure of the outer layers (Fig. S4(a)
and S4(c)107), and less long range order (Fig. 5) in the fTHF
compared to the THF morphology.

The self-diffusivity of the molecules in each layer of the
fTHF is significantly depressed compared to that of the THF
(Fig. 6). Although it is difficult to deconvolute the combined
effects of the narrower gap and change in structural morphol-
ogy, we observe that the self-diffusivity of the central liq-
uid layer is D ≈ 4.6×10−6 cm2/s, approximately half that
of the central THF layer and the monolayer liquid. We em-
phasize that the boundary between the THF and fTHF phases
is ill defined, and our discrimination between the two phases
somewhat qualitative. With the available data, we cannot dis-
card the possibility that the THF and fTHF are smoothly con-
nected (e.g., upon increasing d at constant P) and that they
may form a single phase. Additional simulation and charac-
terization would be required for a more detailed investigation
of the boundary region. In addition to purely structural met-
rics, we suggest that comparison of the self-diffusivity of the
central layer to that of the monolayer liquid, the existence of
a spanning intra-layer hydrogen bonding network within this
layer, or tracking the heat capacity across the putative tran-
sition may be useful measures by which to better define the
phase boundary.

The phase boundary between the fTHF and the bilayer
ice is the only region on the phase diagram at which we ob-
serve equilibrium phase coexistence (Fig. 2). (As discussed
below, the solid-vapor coexistence at [P ≤ 0.15 GPa, d = 0.40
nm] appears to be the result of kinetic arrest.) Simulations at
the three state points along this phase boundary—[P = 0.30
GPa, d = 0.65 nm], [P = 0.50 GPa, d = 0.60 nm] and [P
= 1.0 GPa, d = 0.55 nm]—exhibit periodic ingress of bulk
water molecules into the mid-plane of the gap between the
two planes of the crystalline bilayer. These molecules occupy
interstitial sites between the hexagons constituting the crys-
tal bilayer and induce local melting into a trilayered structure
resembling the fTHF (Fig. S5107). We suggest that the free
energy barrier between these two phases may be sufficiently
low to permit the transitions between these phases and the ob-
servation of coexistence on the time and length scales of our
simulations.

Finally, we propose that it may be of interest to explore
whether the fTHF morphology is supported by out-of-registry
plates such as those considered by Zangi and co-workers,85

where the crystalline arrangements of the upper and lower
layers are expected to be misaligned, eliminating the steri-
cally open pockets within which the molecules of the central
layer reside.

7. Monolayer ice

At d = 0.45 nm over the pressure range P ≈ 0.15–0.45
GPa we observe a monolayer crystalline phase with a wall-
templated hexagonal structure similar to that exhibited by the
bilayer ice (Fig. 2). PO, gap(x) in Fig. 4 illustrates that the
oxygen atoms of the water molecules constituting the mono-

layer follow a unimodal distribution centered around the mid-
plane of the gap, indicative of a single planar layer. Inspec-
tion of the rdf in Fig. 5 illustrates that the monolayer phase
exhibits the same peaks at 0.29, 0.49, and 0.73 nm as those
intra-layer peaks computed by geometrical considerations for
the bilayer ice morphology. Conversely, the second and third
nearest neighbor inter-layer peaks exhibited by the bilayer at
0.41 and 0.58 nm are not observed. This peak signature indi-
cates that the hexagonal organization of the O atoms of the
monolayer ice is very similar to a single layer of the bilayer
ice, but as we explore below, the arrangement of the H atoms,
and by extension the hydrogen bonding network, is markedly
different. Nevertheless, the structural similarity of the mono-
layer ice to a single layer of the bilayer morphology suggests
that this phase may also support the long range crystalline or-
der previously reported in the bilayer ice.42, 75

The self-diffusivity of the monolayer ice, D ≈ 6.3
× 10−7 cm2/s (Fig. 6), is in excess of two orders of mag-
nitude greater than that of the bilayer ice, but more than an
order of magnitude smaller than that of the monolayer liq-
uid or bulk liquid water.105 In the bilayer crystal, the con-
stituent water molecules obey the bulk ice rule110 whereby
each water molecule is a double donor and double accep-
tor of hydrogen bonds. In contrast, the narrow d = 0.45 nm
plate separation at which we observe the monolayer ice re-
stricts the hydrogen bonding network to a plane, allowing
each water molecule to participate in only three hydrogen
bonds. The electrostatically neutral, hydrophobic walls pre-
clude hydrogen bonds perpendicular to the plane, and the ex-
clusively dispersive wall interactions permit significant mo-
bility of the water molecules in the transverse direction. This
is apparent in the larger PO, gap(x) peak width (Fig. 4) and
self-diffusivity (Fig. 6) of the monolayer ice compared to
the bilayer crystal. Upon widening the gap by only 0.05 nm,
to 0.50 nm, the monolayer ice spontaneously melts into the
lower free energy monolayer liquid (Fig. 2), where the en-
ergetic stabilization of the weak in-plane hydrogen bonding
network is outweighed by a compensatory entropy gain asso-
ciated with transition to a fluid phase in the larger confining
volume.

Zangi and Mark111 previously reported a buckled ice
monolayer in molecular dynamics simulations of TIP5P112

water confined between two atomistically detailed SiO2

quartz plates with triangularly arranged atoms. The same
phase was subsequently observed between smooth walls in
simulations by Kumar et al.,14 and Koga and Tanaka.113 Spag-
noli et al.114 employed atomic force microscopy to image
ice monolayers upon an exposed mica surface, which appear
to exist in a buckled film arrangement consistent with this
structure. Very recently, Bai et al. reported a novel mono-
layer crystalline phase of TIP5P water confined between both
atomistically detailed and smooth hydrophobic walls.43 The
structure of the planar crystal possesses an Archimedean
4 × 82 truncated square geometry, previously reported by
Yang et al. in simulations of a water monolayer adsorbed to a
β-cristobalite (1.0.0) surface,115 in which space is tiled by in-
terlocking squares and octagons. Interestingly, Bai et al. also
report coexistence between the Archimedean and the buckled
monolayer morphologies.43
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FIG. 7. Geometry of the monolayer ice. (a) Plan and transverse snapshots
of the monolayer ice phase at [P = 0.20 GPa, d = 0.45 nm]. The field of
view has been restricted to (−0.25) <x ≤ 0.25 nm in the x-direction to per-
mit visualization of the inter-plate region. Templating by the walls imparts a
hexagonal structure inducing an arrangement of O atoms resembling that of
both a single sheet of the bilayer ice and the theoretical structure of a non-
dissociated monolayer of water adsorbed onto a Ru(0001) surface.116, 117 (b)
Since this morphology resides in the plane, satisfaction of all hydrogen bonds
is forbidden, prohibiting adherence to the bulk ice rules.110 A simple geo-
metric proof by contradiction of this argument proceeds by assuming that
all donor-acceptor pairs are satisfied, which requires that all hydrogen bond
around the circumference of a single hexagon point in the same direction,
as illustrated in the central cell of this schematic. The inconsistency arises
from the imposition upon all adjacent hexagons a configuration of three hy-
drogen bonds in which two point in one direction and the third in the other.
(c) Geometric arguments dictate that at least one defect (unsatisfied hydro-
gen bond) must exist per hexagonal cell. The number of defects is mini-
mized in an arrangement in which the orientation of hydrogen bond vectors
alternates between clockwise (red) and counter-clockwise (blue) along two
axes of the hexagonal tiling, generating alternating stripes of a single orienta-
tion in the third axis. Defects occur where hexagons of the same color share
an edge.

In the current work, we report a novel monolayer ice
distinct from either of these two geometries. The O atoms
of the constituent water molecules reside in a single plane
(Figs. 4 and 7(a))—as opposed to the two distinct layers
of the buckled monolayer (cf. Fig. 3(b) in Ref. [111])—
and tile space in a regular hexagonal geometry. The strong
templating effect of the in-registry, hexagonally arranged
walls on the monolayer ice morphology leads us to specu-
late that its absence in the simulations of Zangi and Mark
may be attributable to the out-of-registry, triangularly ar-
ranged plates.111 Interestingly, the area density of the hexag-
onal monolayer and the Archimedean morphology are nearly
identical at ∼9 nm−2, although the former was observed at
[T = 298 K, P ≈ 0.2 GPa] and the latter at [T = 250 K,
P ≈ 0 GPa].43 To the best of our knowledge, the in-plane
hexagonal monolayer ice we observe has not been previously
reported, and we proceed to more fully characterize it by
analysis of the H atom configuration and hydrogen bonding
network.

Similar to PO, gap(x) (Fig. 4), the pdf of the H atom po-
sitions across the gap, PH, gap(x), in Fig. 8 is unimodal and
centered at x = 0 nm, indicating that the highest density of
inter-plate water H atoms is located in the same plane as the
O atoms, consistent with a two-dimensional, in-plane hydro-

FIG. 8. Probability density function for the observation of either H atom of
a confined water molecule as a function of the transverse distance across the
gap, PH, gap(x), for monolayer ice phase observed at state point [P = 0.20
GPa, d = 0.45 nm]. Normalization by the area of the plates, A = (3.218
× 3.215) nm2 = 10.35 nm2 yields the local density profile across the gap,
ρH, gap(x).

gen bonding network. Unlike PO, gap(x), however, PH, gap(x)
possesses two “wings” corresponding to an elevated proba-
bility of observing H atoms away from the mid-plane. The
simulation snapshot of the monolayer ice in Fig. 7(a) illus-
trates the hexagonal arrangement of water molecules, each of
which participates in three in-plane hydrogen bonds, acting
either as a double donor and single acceptor, or double accep-
tor and single donor. Conversely, in the buckled monolayer111

each molecule obeys the bulk ice rule110 rule, acting as a dou-
ble donor and double acceptor. Bai et al. suggest that the pla-
nar Archimedean tiling also obeys the bulk ice rule, by virtue
of specific molecules in the arrangement acting as “double
donors to a single acceptor” in which both O-H vectors are
obliquely oriented towards a single neighboring O atom.43

The planar monolayer morphology is frustrated in that
there is no way to arrange the hydrogen bonds in a plane-
filling hexagonal tiling such that all H atoms participate in a
donor-acceptor pair, as is easily demonstrated by the follow-
ing argument. For all of the O-H vectors forming the edges
of a single hexagon of water molecules in Fig. 7(a) to par-
ticipate in hydrogen bonds, all vectors must point in a clock-
wise (or equivalently, anticlockwise) direction, as illustrated
in Fig. 7(b). The O-H vectors radiating out from this cen-
tral hexagon form edges in adjacent hexagons, which, by the
same argument, must contain O-H bonds all pointing in the
same direction in order for them to participate in a donor-
acceptor pair. Here we encounter an inconsistency, since each
pair of neighboring radiating O-H vectors that form edges of
an adjacent hexagon point in opposing directions, as illus-
trated for one such pair in Fig. 7(b). This necessarily leads
to the existence of “defects” at which two O-H vectors over-
lap, and steric constraints forbid both from participating as
hydrogen bond donors. (As explained in the next paragraph,
we term this arrangement a defect since it results in one
O-H vector rotating to point out of the plane of the monolayer
ice, resulting in a dangling hydrogen bond.) Extending this
argument to a tiling of the plane, we encounter defects where
hexagons of the same “directionality” share an edge. Building
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on this geometric argument, in Fig. 7(c) we illustrate the tiling
of hexagon directionalities that minimizes the number of de-
fects, corresponding to one per hexagon. Discounting finite
size and edge effects, for the 33 complete hexagons formed
between the plates in our simulated system (Fig. 7(a)), this
arrangement of anticlockwise and clockwise hexagon direc-
tionalities would be expected to contain defects in 33 of the
121 edges (∼27%).

To investigate the behavior of the O-H vectors in response
to defects, we computed pdfs in the angle of inclination from
the y, z-plane, θ1 and θ2, of the inter-plate water molecule
O-H vectors, O-H1 and O-H2. We employ the convention that
θ = 90◦ if the O-H vector is pointing directly towards the
upper wall, (–90)◦ if it is oriented towards the lower wall,
and 0◦ if it is lying in the y,z-plane. In Fig. 9(a) we present
a one-dimensional pdf, P �OH,gap(θ ), produced by averaging
over θ1 and θ2. The distribution is symmetric due to the in-
distinguishability of the top and bottom walls, and is peaked
at θ = 0◦, where the O-H vectors lie in the same plane as
the O atoms and participate in the two-dimensional hydrogen
bonding network. The local maxima in P �OH,gap(θ ) at approx-
imately ±70◦ correspond to the wings of the PH, gap(x) dis-
tribution in Fig. 8, where there is an elevated probability of
finding H atoms away from the mid-plane. The location of
these maxima is consistent with the O-H1 vector of a particu-
lar water molecule lying in the y,z-plane and the O-H2 vector
(or vice versa) rotated 90◦ out of the plane. In this configura-
tion, θ1 = 0◦, and with an H-O-H angle in the SPC/E model
of 109.47◦, θ2 = (180 – 109.47)◦ ≈ 70.5◦. This suggests that
when two O-H vectors overlap in a defect, the system re-
sponds by rotating one vector 90◦ out of the plane, permitting
the other to establish a well-formed hydrogen bond. Visual
confirmation of this behavior is apparent in Fig. 7(a), and fur-
ther supported in our analysis of P �OH,gap(θ1, θ2) in Fig. 9(b).
Adopting θ = ±30◦ as a geometric cutoff for the existence of
an in-plane hydrogen bond,109 integration of the wings of the
pdf in Fig. 9(a) reveals the percentage of unsatisfied hydro-
gen bond donors to be P �OH,gap(|θ | ≥ 30◦) ≈ 33.3%, in good
agreement with the value of ∼27% predicted from geometric
considerations (cf. Fig. 7(c)).

In Fig. 9(b) we present the two-dimensional analog of
Fig. 9(a), where histograms were collected in the [θ1, θ2] over
the inter-plate water molecules. For clarity of representation,
we have elected to transform the two-dimensional probability
distribution, P �OH,gap(θ1, θ2), into a free energy surface (FES)
using the standard statistical mechanical relationship between
probability density and free energy in the NPT ensemble,
βG �OH,gap(θ1, θ2) = −ln[P �OH,gap(θ1, θ2) �θ1�θ2], where G
is the Gibbs free energy and β = 1/kBT, where kB is Boltz-
mann’s constant and T the absolute temperature. This land-
scape may therefore be interpreted as the FES experienced
by each individual water molecule residing within the mono-
layer ice, parametrized by the angles of inclination of each
of its two O-H vectors, in a mean field approximation. The
global minimum (corresponding to the probability maximum)
at [θ1 = 0◦, θ2 = 0◦] corresponds to a molecule with both O-
H vectors lying in the y,z-plane, presumably participating as
hydrogen bond donors. The four local minima in the vicinity
of [θ1 = ±80◦, θ2 = ∓20◦] and [θ1 = ±20◦, θ2 = ∓80◦]

FIG. 9. Distribution of O-H vector angles of inclination in the monolayer
ice. (a) Probability density function of the O-H vector angle of inclination,
θ , with respect to the plane of the gap, averaged over the two O-H vectors of
each water molecule residing within the gap, P �OH,gap(θ ). We adopt the con-
vention in which θ = 90◦ for an O-H vector pointing towards the upper plate,
(–90)◦ for those pointing towards the lower plate, and 0◦ for those vectors re-
siding within the y,z-plane. The approximate symmetry around θ = 0◦ arises
from the mirror symmetry of the system around the mid-plane of the gap. (b)
Mean field FES experienced by a particular water molecule residing within
the monolayer ice, parametrized by the O-H angles of inclination of its O-
H1 and O-H2 vectors, βG �OH,gap(θ1, θ2) = −ln[P �OH,gap(θ1, θ2) �θ1�θ2],
where G is the Gibbs free energy, β = 1/kBT, kB is Boltzmann’s constant
and T the absolute temperature. The plots in both panels were computed by
compiling histograms over the final 4 ns of the equilibrium simulation tra-
jectory at the state point [P = 0.20 GPa, d = 0.45 nm], employing a bin
size of �θ = 2◦ in (a), and �θ1 = �θ2 = 4◦ in (b). The edges of the land-
scape in (b) appear blunted due to the cubic grid employed in compiling the
histograms.

correspond to one O-H vector lying nearly in the plane, par-
ticipating in the planar hydrogen bonding network, and the
other rotated 90◦ around this vector, presumably to move out
of the plane to resolve the steric clash arising from the pres-
ence of a defect. (Collapsing the two-dimensional landscape
to a one-dimensional curve by averaging over θ1 and θ2 places
these local minima at θ = ±70◦, as observed in Fig. 9(a).) The
strong local maxima at [θ1 = ±35◦, θ2 = ±35◦] correspond
to both O-H vectors inclined out of the plane and pointing to-
wards the same wall, while the broad, weak maxima at [θ1

= ±40◦, θ2 = ∓40◦] are associated with the vectors pointing
at opposite walls. These configurations reflect the energetic
destabilization associated with orientations in which neither
O-H vector is engaged as an efficient hydrogen bond donor.
We note that the latter orientation is reminiscent of the “dou-
ble donor to a single acceptor” arrangements reported in the
Archimedean tiling of Bai et al., but at the higher tempera-
tures and pressures of the current work, we find them to be
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unstable with respect to configurations possessing a single
in-plane hydrogen bond. The sharp edges of the plot corre-
spond to vanishing probability density associated with regions
of [θ1, θ2] phase space geometrically forbidden by the rigid
109.47◦ H-O-H angle in the SPC/E model.76

Interestingly, the observed morphology of the mono-
layer ice closely resembles the theoretical structure of a non-
dissociated monolayer of water adsorbed onto a Ru(0001)
surface.116, 117 Controversy still surrounds the precise geom-
etry and degree of dissociation of the monolayer, but current
experimental and theoretical results suggest that it forms a
relatively planar structure.116, 118 Feibelman and Alavi noted
that every pair of neighboring water molecules in the struc-
ture donates three hydrogen bonds, with the fourth pointing
upwards into the vacuum or down towards the surface.119

Following Pauling’s celebrated approach to the calculation
of the residual entropy of ice Ih, the authors computed the
residual entropy of the monolayer structure to be almost
twice that of bulk ice.119, 120 In the context of the current
work, the residual disorder in the hydrogen bond orienta-
tions contributes an entropic stabilization of the confined
monolayer ice.

Similar to Ref. 34, we find that for d < 0.40 nm inter-
plate water molecules are sterically immobilized between
the surfaces. At d = 0.40 nm, water molecules in the gap
are mobile, but their mobility is greatly retarded due to the
steric hindrances of the plates. At such small plate sepa-
rations, water molecules are only able to fit into the in-
terstices between the opposing silanol O atoms protruding
from the SiO2 surfaces, and their motion seems to proceed
by an activated hopping process between neighboring sites
(Fig. S6107). These interesting kinetics may be amenable to
modeling as a 2D random walk, similar to the 1D model de-
veloped for single file water transport through a carbon nan-
otube by Kalra et al.121

For [P ≤ 0.15 GPa, d = 0.40 nm], we observe solid-vapor
coexistence between an island of the monolayer ice in the cen-
ter of the plates, separated from the bulk liquid by a halo of va-
por (Fig. S6107). Due to the low mobility of the interplate wa-
ter molecules for such narrow plate separations, the ice cluster
appears to be a kinetically arrested structure, and this coexis-
tence is speculated to be only metastable on the nanosecond
time scale of the simulations. Accordingly, we have indicated
the observed coexistence by superimposing symbols for both
the monolayer ice and vapor phases on the phase diagram in
Fig. 2, but have not continued the schematic phase boundary
into this region.

8. Phase transitions

The phase diagram constructed in Fig. 2 permits the inter-
pretation of an experimentally observed phase transition, and
also hints at the existence of some intriguing phase behavior.
In a study of water confined between mercury hemispheres at
265 K, Porter and Zinn-Warner measured the Young’s modu-
lus of the confined phase to report a bilayer ice at gap widths
of approximately 0.50 nm, which transitioned to a multilayer
fluid at separations of 0.60–0.80 nm.122 Precise interpretation

of these results in the context of our phase diagram is pre-
cluded by differences in temperature and plate geometry and
structure, but we propose that the multilayer fluid may corre-
spond to the confined liquid phase we observe in our simula-
tions. On the phase diagram presented in Fig. 2, this transition
would correspond to an isobaric transition across the bilayer
ice-liquid phase boundary at d ≈ 0.67 nm.

We recapitulate the interesting speculation proposed by
Giovambattista et al.34 that at sufficiently elevated temper-
atures the phase boundaries extending down to small plate
separations may not collide with the d ≈ 0.40 nm line at
which water becomes immobilized between the plates, but
rather terminate at a critical point prior to this intersection.
Additional simulation work at higher temperatures and more
closely spaced state points in d would be required to test
this hypothesis. Giovambattista et al.34 also speculatively pro-
posed the existence of a triple point with coexisting, vapor,
liquid, and crystalline phases.34 The current work provides
support for this conjecture and refines the estimate of the
putative location of this point to [P ≈ 0.07 GPa, d ≈ 0.67
nm] at the intersection of the vapor, liquid and bilayer ice
phases (Fig. 2). The simulations conducted in the region of
state space around this point did not exhibit binary or tertiary
phase coexistence, which would likely require the simulation
of larger plates for longer time scales than the calculations
performed in this work.34 Furthermore, the sensitivity of the
phase behavior of the system to small changes in pressure and
plate separation, leads us to anticipate the search for a triple
point to require a large number of simulations distributed over
a finely spaced P-d grid.

Our expanded phase diagram predicts a number of in-
teresting phase transitions, including the liquid to THF, and
(f)THF to bilayer ice transitions previously observed by
Giovambattista et al.75 As discussed above, the structural
similarity of the THF to fTHF suggests that the transition
between these phases is unlikely to be a sharp first order
transition, but rather a continuous change. We also observe
a solid-solid phase boundary between monolayer and bi-
layer ices. Bai et al. reported the first observation of Ost-
wald’s “rule of stages” in a two-dimensional environment,
in which a metastable low density ice melted into a transient
unstable liquid phase prior to recrystallization to the equilib-
rium high density ice phase.43, 123 It would be of interest to
probe the monolayer ice-bilayer ice phase transition in the
current work, to ascertain if similar behavior is observed.
The monolayer liquid possesses phase boundaries with both
the monolayer and bilayer ices, but along the family of iso-
bars around P ≈ 0.15 GPa, we observe the interesting re-
sult that the bilayer ice may be converted to the monolayer
ice by passing through an intermediary equilibrium vapor
phase.

Finally, our map suggests the intriguing possibility of a
monolayer liquid to bilayer liquid transition if the interven-
ing bilayer ice were to destabilize with respect to the liq-
uid phases. Such a scenario may conceivably be achieved at
elevated temperatures,85 and might be efficiently tested by
conducting replica exchange molecular dynamics over suffi-
ciently large temperature ranges in this region of the phase
diagram.124
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FIG. 10. Nucleation histogram for 117 bilayer ice to vapor decompression-
induced sublimation runs that exhibited complete drying transitions. The gap
region was discretized into cells of size [�y = 0.495 nm, �z = 0.429 nm], re-
sulting in a 6×7 grid in the y,z-plane that spans the gap in the x-direction. Cell
size was dictated by the geometry of the cristobalite plates (cf. Fig. 1(d)). The
heat map illustrates the number of bridging cavity nucleation events observed
within each cell.

B. Capillary sublimation of bilayer ice

In this section, we turn from a consideration of the phase
behavior of confined water, to the analysis of a particular

phase transition: decompression-induced sublimation of the
confined bilayer ice. As detailed in Sec. II C, 201 simula-
tions commencing from an equilibrated bilayer ice phase at
[P = 0.095 GPa, d = 0.60 nm] were subjected to a pres-
sure drop to (−0.025) GPa in order to move the system to
the left of the phase boundary in Fig. 2, and induce drying on
a nanosecond time scale. Complete transition to the equilib-
rium vapor phase was observed in 117 of the 201 trajectories.

Fig. 10 presents a histogram of the location of the ini-
tial local melting and nucleation of the bridging vapor cavity,
collected over the 117 trajectories in which complete drying
was observed. Adopting the null hypothesis of a uniform nu-
cleation probability in each cell of the grid, Pearson’s χ2 test
predicts a probability of seeing the observed nucleation distri-
bution of less than 1 in 109. This result indicates that sublima-
tion cannot be modeled as the nucleation of a bridging cavity
at a random location within the gap, but rather preferentially
initiates near the corner of the plates. The four corner cells
with centers located ∼0.75 nm from each edge, accounted for
over 45% of the observed nucleation events.

Application of PCA to the 201 sublimation trajectories
in the manner described in Sec. II D resulted in the singu-
lar value spectrum presented in Fig. S7.107 A spectral gap
after the fifth singular value indicates that the top five PCs
are required to describe the principal features of the sublima-
tion transition, allowing approximate reconstructions of any
observed occupancy vector to be formed by linear superpo-
sitions of these five vectors and the mean binary occupancy
vector (cf. Eq. (1)). These six vectors are presented in Fig. 11.
As we shall see, this decomposition is of great value in

FIG. 11. The (a) mean binary occupancy vector, �vmean, and (b)–(f) top five principal component vectors, �PCi , i = 1, . . . , 5, resulting from application of PCA
to the ensemble of 201 decompression-induced sublimation trajectories from the bilayer crystalline solid to vapor at plate separations of d = 0.60 nm. Grid
dimensions and orientation are identical to that presented in Fig. 1(d). The scalar value in each cell of these reconstructions may be interpreted as the average
probability of that cell being occupied by at least one water molecule O atom, with the understanding that negative values are permissible in panels (b)–(f), since
these probabilities do not take on meaning until a linear combination of these PCs and the mean binary occupancy vector is formed. The color bar pertaining to
panel (a) is displayed directly to the right of this panel, whereas panels (b)–(f) share the color bar adjacent to panel (f).
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furnishing a coherent and transparent interpretation of the
sublimation process.

�PC1 is an approximately uniform vector, corresponding
to global, homogeneous drying throughout the gap region.
The structure of �PC2 corresponds to an obliquely divided
plate, in which the cells occupying the extremal corner posi-
tions possess values of approximately 0.30 and (−0.30), with
a smooth gradient interpolating over the remaining cells. �PC3

is related to �PC2 by a 90◦ counterclockwise rotation. �PC4

has large positive values (∼0.40) in the cells at the center of
the plate, small negative values elsewhere (∼(−0.20)) with
slightly larger negative values (∼(−0.30)) in the top-left and
bottom right corners. �PC5 is approximately related to �PC4

by 90◦ counterclockwise rotation and a sign inversion. As
we have previously observed, our system is not strictly rota-
tionally symmetric due to structural differences between the
edges of the plates, and to different plate lengths in the y and
z-dimensions. Nevertheless, the close relationships between
�PC2 and �PC3, and �PC4 and �PC5 apparently result from

the approximate fourfold rotational symmetry inherent in our
two-dimensional treatment of the system.

We compute the binary occupancy vector associated with
each snapshot harvested from the 201 evaporation trajectories
and calculate the associated values of {αi}5

i=1 by projecting
this vector into the top five PCs using Eq. (1). These val-
ues allow the construction of low dimensional embeddings
of each snapshot into the five-dimensional PC basis set. For
clarity of visualization, in Fig. 12 we present the embed-
ding of all snapshots into the top three PCs, and illustrate the
variation of PC4 and PC5 over this embedding in Figs. S9
and S10.107

Each point in the embedding in Fig. 12 has been colored
according to the fractional occupancy of its binary state vec-
tor, providing a measure of the number of cells in the gap that
are occupied by at least one water molecule. It is clear from
the heat map that the projection of a particular microstate of
the system into �PC1, α1, is well-correlated with the number
of inter-plate water molecules. Snapshots clustered at the dark
red, low α1 end of the lozenge-shaped point cloud correspond

FIG. 12. Embedding of each snapshot from the 201 sublimation trajecto-
ries into the top three PCs of this data set. αi is defined in Eq. (1) as the
projection into �PCi of the binary occupancy vector associated with a partic-
ular snapshot. Each point has been colored according to the fractional occu-
pancy of the gap in that particular snapshot, defined as the fraction of cells in
Fig. 1(d) which contain at least one water molecule O atom.

to states in which the bilayer ice occupies the gap, whereas
those localized at the dark blue, high α1 tip possess a vapor-
filled gap. This relationship may be anticipated from the iden-
tity of �PC1 as an approximately uniform vector (Fig. 11(b)),
into which the projection of a binary occupancy vector corre-
sponding to a particular system configuration proceeds by tak-
ing the dot product. By construction, the elements of a binary
occupancy vector are either 0 or 1, and a dot product with a
uniform vector corresponds precisely—to within a multiplica-
tive constant—to enumeration of the number of occupied cells
in the gap.

The embedding of the sublimation trajectories into the
top few PCs permits visualization of the progression of the
drying transition in a low-dimensional spaces, and determi-
nation of the most probable sublimation pathways followed
by the system. To more clearly identify these paths through
the point cloud in Fig. 12 and reveal its internal structure, we
divided the lozenge along the α1 axis into nine slices width
�α1 = 0.719 (Fig. S8107). Treating each slice as quasi-two-
dimensional, the probability distribution of points over the
PC2-PC3 projections were computed, and are presented in
Fig. 13. Each panel in this figure presents the probability dis-
tribution in the α2-α3 plane of the subset of snapshots with
a particular range of α1 values, ranging from wet states con-
taining the bilayer crystal at α1 = [−1.718, −0.999) in panel
(a), to completely dry states at α1 = [4.036, 4.755) in panel
(i). These slices clearly reveal the presence of well-defined
regions of high probability density, corresponding to highly
populated drying pathways in the ensemble of simulation tra-
jectories. In panels (a) and (i), there is a single probability
maximum corresponding to states occupied entirely by the bi-
layer ice and vapor, respectively. The remaining seven panels
possess four or five local maxima, and exhibit two axes of
approximate symmetry, consistent with the approximate four-
fold rotational symmetry of the system.

We now proceed to trace a particular sublimation
pathway through the embedding to illuminate the role of the
top PCs in the drying process, and the mechanistic insight
they furnish. We choose to follow the high probability drying
pathway passing through the local maxima indicated by the
× symbols in Fig. 13. Representative snapshots were
extracted at these locations and are presented in the cor-
responding panels in Fig. 14. A comprehensive ensemble
of representative snapshots along all highly populated
sublimation pathways is presented in Figs. S11 and S12.107

Starting from the initial state in panel (a) of Figs. 13 and
14 in which a bilayer ice occupies the gap, local melting of the
ice at the top left corner leads to the nucleation of a bridging
vapor cavity in (b). Here, the four local maxima are situated at
approximately [α2 = ±1,α3 = ±1], corresponding to roughly
equal contributions of PC2 and PC3 in the PC basis set. It is
clear from inspection of Fig. 11 that these four combinations
may be linearly superposed with PC1 and the mean binary oc-
cupancy vector to yield representative binary occupancy vec-
tors with low occupancy probability localized to one corner
of the gap, and high occupancy probability elsewhere. Ap-
plication of Pearson’s χ2 test at 5% significance shows that
the null hypothesis of equal nucleation probabilities in each
corner cannot be rejected, confirming the expectation that

Downloaded 10 Oct 2012 to 128.112.34.78. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



144501-16 Ferguson et al. J. Chem. Phys. 137, 144501 (2012)

FIG. 13. To facilitate visualization of the internal structure of the three-dimensional point cloud in Fig. 12, the point cloud was cut along the axis containing
its �PC1 projection into nine slices over the α1 ranges (a) [–1.718, −0.999), (b) [−0.999, −0.280), (c) [−0.280,0.440] (d) [0.440,1.159), (e) [1.159,1.878),
(f) [1.878,2.597), (g) [2.597,3.316), (h) [3.316,4.036), and (i) [4.036,4.755). The two-dimensional probability distributions in this figure were generated by
collecting histograms over the PC2-PC3 projection of the points in each slice (Fig. S8107), using cubic mesh with side length 0.5. The color bar indicates the
total probability, P, residing in each cell of the mesh. Interpolative contours in P are plotted in increments of 0.01. The × symbol in each frame (a)–(i) marks
the location of representative system snapshots presented in the corresponding panels of Fig. 14.

nucleation initiates with equal probability at each of the four
corners.

Progressing further along the drying pathway into panel
(c), we observe the expansion of the vapor cavity along one
edge of the plates, with the expansion front initiating local
melting of the row of bilayer hexagons at the boundary of the
plates, ejecting these water molecules into the bulk. Comple-
tion of this stage of the process leaves an approximately 1 nm
vapor strip along one edge of the plates, with the remainder
of the gap region still occupied by the bilayer crystal. At this
point, the probability maxima are approximately situated di-
rectly along the PC2 and PC3 projection axes, leading to lin-
ear combinations of the mean binary occupancy vector, �PC1

and one or the other of �PC2 or �PC3, in which one of the four
edges of the plates has dried. In this particular pathway, the
cavity expanded in a clockwise direction around the plates,
but of the 117 trajectories which progressed to completely dry
states, 63 progressed in a clockwise and 54 in an anticlock-
wise direction. A χ2 analysis at 5% significance indicated that
the null hypothesis of equal splitting probabilities could not be
rejected, confirming the expectation that drying proceeds with
equal probability in each direction. Accordingly, the drying
pathways that proceed through the four maxima in Fig. 13(b),
bifurcate with approximately equal probability into the pairs
of maxima flanking each of these positions in Fig. 13(c).

Passing through panel (d) and into (e), we observe the ex-
pansion of the vapor cavity along a second edge of the plates,
and the attendant melting and expulsion to the bulk of another
row of crystalline hexagons, leaving an approximately 2 nm
× 2 nm square of bilayer ice between the plates, bounded
by 1 nm vapor strips on two sides, and connected to the bulk

fluid along its remaining edges. The approximate axes of sym-
metry have again rotated by ∼45◦. In contrast to the slice in
Fig. 13(b) which was taken at negative α1 values, the α1 range
of the slice in Fig. 13(e) spans exclusively positive values.
Accordingly, the binary occupancy vectors in the four local
maxima constructed from the linear superposition of the mean
binary occupancy vector, �PC1 and approximately equal parts
�PC2 and �PC3, possess high occupancy probabilities only in

one of the four corners, with low probabilities elsewhere. At
this stage of drying, we observe a second bifurcation of path-
ways passing through each of the four maxima in Fig. 13(d)
into the two maxima on either side of these locations in Fig.
13(e). Physically, this corresponds to splitting into a branch-
ing path, in which the two dry edges emanate from the corner
at which nucleation initiated, or a sequential path, in which
the cavity propagates along two contiguous edges. We ob-
serve a statistically significant (χ2 test, p = 0.05) preference
for branching, with 60% of sublimation trajectories partition-
ing into this route, and is the course followed by the pathway
that we trace into panel (e).

Progressing to panels (f) and (g), we observe melting
of the crystalline order in the promontory of bilayer ice ex-
tending into the gap, and its recession into the bulk fluid. In
most trajectories the expulsion of the remaining confined wa-
ter proceeds collectively in a single step, but in approximately
1 in 4 trajectories, the outer edge of this region evacuates into
the bulk, leaving a small cluster of molecules isolated in the
center of the plates as illustrated in Fig. 14(h). It is possible
that these isolated clusters are an artifact of the large pressure
drops employed to induce sublimation, whereby rapid evac-
uation of the molecules near the edge of the plates induces

Downloaded 10 Oct 2012 to 128.112.34.78. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



144501-17 Ferguson et al. J. Chem. Phys. 137, 144501 (2012)

FIG. 14. Sequence of nine system snapshots illustrating the progression of drying from the (a) bilayer ice to (i) vapor phase. The plates have been removed from
view to better show the gap region. The process commences by the nucleation of a vapor cavity near one corner of the plates, which proceeds to expand down
one side, and then another, leaving a promontory of bilayer ice extending into the gap region. Drying completes when this promontory undergoes fluctuation
induced melting and recedes into the bulk fluid. In some trajectories, a small island of water molecules transiently exists the center of the gap, as shown in panel
(h). These snapshots were selected as representative configurations extracted at the locations indicated by × symbols in the corresponding panels in Fig. 13.

separation of the central island. Nevertheless, only one sim-
ulation exhibited an isolated island between the plates at the
end of the 2 ns drying trajectory, suggesting that these struc-
tures are unstable on nanosecond time scales. This less com-
mon route corresponds to the evaporation pathway tracing a
route from one of the four exterior local maxima in Fig. 13(f)
to the central maximum at approximately [α2 = 0,α3 = 0]
in Figs. 13(g) and 13(h). At this location, �PC2 and �PC3 do
not contribute significantly to the linear superposition, and
it is through the contributions of �PC4 that the binary occu-
pancy vector constructed in the PC basis is able to capture
such configurations. As illustrated in Fig. S9,107 α4 becomes
large in the central regions of panels (d)–(h). The contribu-
tions of �PC5 throughout the drying transition are illustrated
in Fig. S10,107 with the primary role being to sharpen the rel-
atively diffuse boundaries between wet and dry regions that
result from superpositions of �PC2 and �PC3 alone.

Evaporation completes in panel (i), where all trajectories
coalesce to the single probability maximum and a continuous
vapor phase occupies the gap. The only significant contribu-
tion to the binary occupancy vector in the top five PCs is a
large, positive α1, which serves to cancel out the mean binary
occupancy vector, leaving a nearly uniform binary occupancy

vector with the occupancy probability of all elements near
zero. A movie illustrating the drying transition in one par-
ticular molecular dynamics trajectory (Movie S1), and an ac-
companying movie showing the abstraction of this trajectory
to occupancy vectors (Movie S2) are available in the supple-
mentary material.107

Prior simulation work has shown that the capillary evapo-
ration of liquid water confined between nanoscopic hydropho-
bic plates proceeds by the nucleation of a bridging vapor cav-
ity that subsequently expands to fill the gap.1, 3, 50, 51, 54, 56, 58

Our findings show that the capillary drying of the bilayer ice
proceeds by a different mechanism, in which a bridging va-
por cavity nucleates near one corner of the bilayer ice slab,
expands along one, then another edge of the plates, to leave a
residual promontory of ice that ultimately melts and recedes
into the bulk. Our application of PCA to the analysis of this
process furnished a useful framework within which to follow
the sublimation transition in a low (five) dimensional space.

IV. CONCLUSIONS

The equilibrium phase behavior of nanoscale confined
water plays an important role in numerous natural and
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engineered systems, from the morphology of clays4 to trans-
port through carbon nanotubes.7 In this work we have em-
ployed extensive molecular dynamics simulation of water
confined between atomistically detailed hydrophobic plates at
T = 298 K to synthesize a comprehensive phase diagram for
gap widths of d = 0.40–0.80 nm and pressures of P = (−0.1)
to 1.0 GPa (Fig. 2). We have identified six distinct “wet”
confined morphologies, the structural and dynamic equilib-
rium properties of which were characterized by probability
distributions over the confined volume (Fig. 4), radial distri-
bution functions (Fig. 5), and the self-diffusivity across the
gap (Fig. 6).

One of the six phases we identify is a novel confined
monolayer ice possessing a planar hexagonal crystal structure
templated by the atoms of the confining surfaces. This phase
is qualitatively distinct from crystalline monolayers previ-
ously reported in the literature,43, 111 and resembles the the-
oretically predicted structure of a non-dissociated adsorbed
monolayer on a Ru(0001) surface.116, 117 It would be of inter-
est to perform simulations employing infinite parallel plates
to verify whether this phase is capable of supporting the
long range crystalline order previously observed in bilayer
ices.42, 75 Restriction to a planar monolayer permits each con-
stituent water molecule to participate in only three in-plane
hydrogen bonds, prohibiting this structure from obeying the
bulk ice rules.110 Geometric considerations dictate that the
hydrogen bond arrangement must contain at least one un-
satisfied hydrogen bond donor per hexagon in the lattice,
predicting ∼27% of donors to be unsatisfied in a lattice
of the size considered in this work. The measured value
of 33.3% suggests that the hydrogen bonding network is
nearly optimally arranged. The residual entropy imparted to
the structure by the unsatisfied donors is nearly twice that
of bulk Ih ice, providing an entropic stabilization of this
phase.

Our phase diagram provides additional support for the
conjecture of Giovambattista et al.34 that at sufficiently high
temperatures, the phase boundaries extending down to small
plate separations may terminate at a critical point prior to the
water molecules becoming immobilized between the plates.
These authors also speculated upon the existence of a triple
point, the location of which the current study has refined to the
immediate vicinity of [P ≈ 0.07 GPa, d ≈ 0.67 nm], with co-
existing vapor, liquid and bilayer ice phases. Additional sim-
ulations over a more tightly spaced P-d grid at higher tem-
peratures in the first instance, and employing larger plates in
the second, would be required to further substantiate each of
these two conjectures.

A natural extension of this work would be to compute the
phase diagram presented in Fig. 2 at different temperatures,
permitting the construction of a three-dimensional phase dia-
gram in P-T-d. It would be of interest to investigate whether
the intriguing crystalline and quasi-crystalline bilayer ices
observed in simulations by Johnston et al. might emerge in
lower temperature simulations of this system.42 Similarly, it
would be intriguing to assess whether the buckled monolayer
of Zangi and Mark111 or the Archimedean 4 × 82 truncated
square monolayer of Bai et al.43 might be supported in this
system.

In this work we present the first investigation of subli-
mation of a bilayer ice confined between two atomistically
detailed hydrophobic plates at nanometer separations by sim-
ulating hundreds of decompression-induced sublimation tran-
sitions. Application of PCA facilitated the synthesis of low-
dimensional descriptions of the drying trajectories and the
development of mechanistic insight. This analysis revealed
sublimation to initiate by the nucleation of a vapor cavity at
one corner of the crystalline slab. The cavity subsequently ex-
pands along a 1 nm wide strip along one edge of the plates,
ejecting water molecules into the bulk, followed by prop-
agation along a second edge, leaving a promontory of bi-
layer ice bounded by vapor on two sides and connected to
the bulk along the remaining two edges. Fluctuation-induced
melting of the crystalline order releases the constituent wa-
ter molecules from the lattice, and leads to recession of the
remaining inter-plate water molecules into the bulk fluid. In-
frequently, this process leaves a small cluster of isolated wa-
ter molecules in the center of the plates that eventually mi-
grates into the bulk. It would be of interest to study drying
in larger plates, where we speculate that increasing linear dis-
tances between the center of the plates and the bulk may favor
the development of long-lived islands of bilayer ice, or infi-
nite plates, lacking the corner regions where nucleation was
observed to preferentially initiate.

Evaporation of the confined liquid is known to pro-
ceed by the formation and expansion of a bridging vapor
cavity,1, 3, 50, 51, 54, 56, 58 resulting in the collective compression
and expulsion into the bulk of the water molecules residing
within the gap. In contrast, cavitation in the bilayer ice is re-
stricted to proceed at the corners of the plates where there is
direct access to the bulk fluid. We propose that the incom-
pressibility of the bilayer ice lattice, together with the low
mobility of the constituent molecules, underlie the qualitative
differences in the drying mechanism.

The evaporative transitions in the current study were trig-
gered by the application of a pressure drop to render the ini-
tially wet system metastable with respect to the vapor phase.
Drying could alternatively be induced by reducing the width
of the gap by pushing the silica plates together,125 causing
the system to traverse the phase boundary in Fig. 2 vertically,
rather than horizontally. Bolhuis and Chandler have previ-
ously speculated that mobile plates may reduce the activation
barrier to drying compared to the static plate scenario,50 and it
would be of interest to determine whether the decompression-
induced drying mechanisms determined in this work are con-
served under narrowing-induced drying.

Finally, this work considered the sublimation mechanism
of a confined bilayer ice, but did not attempt to quantify sub-
limation rates or identify the transition state ensemble. Re-
cent work by Sharma and Debenedetti employed forward flux
sampling to evaluate the rates and transition states of capil-
lary evaporation of confined liquid water,56 and we propose
that this or similar path sampling techniques may be readily
applied to the sublimation transition.126–129

In this work, we have reported a significant expansion of
the phase diagram of confined water, identified a novel mono-
layer ice phase, and identified the structural mechanism for
the capillary sublimation of a confined bilayer ice. We believe
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that these findings will be of value in advancing the basic un-
derstanding of the thermodynamics and dynamics of scientifi-
cally interesting and technologically important confined water
systems.
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